Technology Infusion and Adaption Breakout Session Results

Science Data Systems in the Decadal Survey Era (June 26, 2009)

1. What are key challenges identified during the first day of the workshop?

a. Do you concur with the draft challenges listed in the handout?

b. What is your personal key challenge?

c. How should we best integrate the Decadal Survey data streams while ensuring that our future Earth Science architecture works as a system of systems? 

d. What new pieces will be needed?

e. Are there common themes among the key challenges that apply across missions, measurements and disciplines?

· Managing huge volumes of data from the user’s perspective – access, processing, modeling

· Multiple products, which one do I need for my application/ use? Diverse pieces needed to produce what is needed; how to interpret those pieces?

· More to this issue than just processing the products. 

· Building confidence in virtually distributed environment for using those services

· Leverage cloud computing but toolkit needed (eg MatLab based tools)

· Server side processing to reduce the data volume needed  for an application; minimize data to what is needed

· Near real-time need for data products – for data validation, to support societal benefits

· Integration of multiple data sources – new data sets, data fusion challenges

· Lineage issues due to mobility of data products – metadata, provenance issues

· Longevity, data/algorithm persistence

· Define: Any info about the data that user needs in order to use the data, ‘use’ metadata; configuration data included with descriptions?

· Unambiguously site and reference, know likely differences

· Lineage needed at point of being sited in a paper, not necessarily at the production

· Make it possible for the user to describe data (do the right thing)

· ATBD alg documentation requirements, journals, no simple way to describe value-added modifications on top of the original data products; versioning complexity issues (at the tile level)

· Need user scenarios – lessons learned, what is needed to avoid past pitfalls

Categories of the additional challenges contributed during the session:
· Architecture vision – what data system should look like; who are the key users

· Approaches, studies to engage users to get their needs

· DS focus on applications; other agencies; how much use of RS data today? Water management example, calibrated models with poor data, many models overly simplified?

· It’s NASA data and … agencies, in situ, international

· Same tools not available at other agencies; lack resources to supercomputers, etc

· Barriers to collaboration?

· Energy sector expanding, what do they need?

· Data integration, provenance, integrity summarization; knowledge discovery

· Access to higher level data products, alg, tools; theme based

· Near RT support, data latency, data downlink capabilities

· Interface to different classes of data systems, making data flows “seamless”

2. How to address the challenges?

a. How shall we best we reuse the data system infrastructure that NASA has made a substantial investment in to support future missions? (This infrastructure includes EOSDIS along with its Data Centers and SIPSs.)

i. Diversity of current DAACs is a strength

b. Is a Service Oriented Architecture the best approach to plan for future data access and usability?

c. How can we apply lessons learned from the past and best practices from today to what we do next to minimize risk and maximize success?

d. What would help you infuse technology?
· Focused user community workshops with actionable outcomes

· Joint commitment between user (agency) and NASA to use results

· Leverage activities in ESIP, GEO/GEOSS on application themes
· Validate new data products? Funding resources, other implications

· Funding technology infusion across NASA infrastructure; how to deploy appropriately; Programmatic infusion process

· Software and servers/ archive interfaces (last mile gap)

· Get users voting for what services they want/need at the DAAC (vote ala Web 2.0 mechanisms)

· Tools tend to be built to specific problem; generalizing is a challenge

· DAAC architecture testbed for new technology; address mission focus on reducing risk; breaking through the TRL 6 to 7 maturity issue

· Commercial technology adaption: Assess Web 2.0 infrastructure to augment DAAC 

· Current archive structure not sustainable? Assess options that Web 2.0 paradigm may enable which could reduce costs

· Self-service vs help desk? What can be totally automated?

· How to maintain integrity of data in such an open infrastructure

· Main DAAC function today is making the data utilization easier for users (to enable self service customization)

· Example: archive only low level data products at DAACs and produce higher level data products on demand

· Tracking progress on pilots and feeding results back into data systems

· Commercial technology adaption: Assess virtual data centers and data sets within a cloud (ala Amazon) and Google’s architecture

· Consider plan for evolvable architecture

· Cloud computing and disk farms; establish fast communication pipes to key resources

· Note storage demand is expanding at a greater rate than bandwidth capacity

· Also need to address lineage issues in this architecture

· Need to abide by federal rules (e.g. security, stewardship); can mirror open products (note issues with replicated products, integrity, metrics, attribution…)

· Improve sharing of tools and resources 

3. How does the challenges discussion translate into recommended requirements?

a. How can we apply lessons learned from the past and best practices from today to what we do next to minimize risk and maximize success?

b. What use cases are needed to identify the key data system “needs” and clarify the challenge (through examples)?

c. Who can help describe these uses cases? 

i. Capture the theme in the breakout and develop the use case in follow on telecons

· Recommend an evolvable, broad ‘reference architecture’ – A Vision Statement and Philosophy for Implementation and Use

· Address decadal survey missions, venture-class mission, interdisciplinary objectives, societal benefits/applications and existing EOSDIS (core and community)

· Not specific technology, but identify key components, functional capabilities and interfaces

· Accommodate growing user base, evolving technology

· Need a “roadmap” of what the infrastructure needs to support future use

· Consider efficiency issues (productivity, and even green computing)

· Develop a methodology for identifying user scenarios needed to capture the key challenges

· From application domains, from interdisciplinary perspectives

· Involve DAAC user group efforts

· Involve instrument scientists

· What is the user priority order? NASA users, applications, edu (?)

· DAAC User WGs identify user scenarios today

· Have held working sessions to understand how users find data today, esp new users who start with Google. 

· Joint efforts like NSIDC and PO DAAC

· May be hard to find common issues, even in the same domain, like coastal water management (people have different needs even in the same discipline)

· Need to expand application feasibility studies for use of remote sensing data

· Need to better explain how end users can use the data products, which ones they should use and how

· Refer to NRC report on moving from research to applications 

· Need user scenarios for 

· Specific application domains

· Interdisciplinary drivers

· Data lineage in open architecture

· Other key challenges …

4. What are the key actions for NASA science data system developers and the ESDSWG and suggested future data system studies?

a. What improvements are recommended for current technology programs and activities?

b. What technology studies/ assessments are needed?

· Use the user scenarios as a vehicle to capture the challenges and recommended vision for the future data systems (start and document a dialogue)

· Capture current issues in specific cases

· Capture grand challenge scenarios – cross-cutting (note Tony’s challenges), e.g.

· Iterative retrievals for modeling, for synthesis of multiple products (consistency issue through modeling synthesis) 

· Reprocessing entire data set overnight

· On the fly reprocessing; data readily available for use in the user’s tools

· Need for specific focus areas within ESDSWG (community) and Data Center user WGs (core) for

· Reference Architecture and vision

· Methodology for infusing technology into operational systems (part of TIWG scope)

· Assessing industry technology and practices

· Include ESIP Federation

· Address how to involve measurement based scientists, venture class mission concepts in this dialogue

· Go from user scenarios to how to improve on implementation and use
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