Science Data Systems in the Decadal Survey Era Workshop Report


Introduction
Following on the heels of the Earth Science Systems @20 Symposium, with its retrospective look at the significant achievements in advancing Earth science data collection and research over the past 60 years, the Earth Science Data Systems in the Decadal Survey Era Workshop fostered discussion of what the future of Earth science data systems should look like.

The workshop spanned two days, June 25 and 26, convening in the Lecture Room of the National Academy of Sciences, Washington, D.C. Its  purpose was to promote system level planning for data systems to accommodate the new Earth science missions recommended in the report from the National Research Council’s first decadal survey for Earth science, the Earth Science and Applications from Space: National Imperatives for the Next Decade and Beyond.
Led by NASA’s Earth Sciences Division of the Science Mission Directorate, the workshop included an overview of NASA Earth science data system existing capabilities, presentations of science disciplines benefitting from the Earth science data, and status of the data system needs of the five new missions already underway. These missions are:

· Soil Moisture Active/Passive (SMAP)

· Ice, Cloud, and land Elevation Satellite (ICESat) -II 

· Deformation, Ecosystem Structure and Dynamics of Ice (DESDynl)

· Climate Absolute Radiance and Refractivity Observatory (CLARREO)

· Hyperspectral InfraRed Imager (HyspIRI)

Bringing together scientists, data users, data center designers, data center operators, and policy makers, the workshop provided an open forum for the expression of issues, concerns, anecdotes, ideas and most of all the challenges confronting the Earth science community.  The open discussion and comments stimulated by the presentations introducing the Decadal Survey missions resulted in the expression of a number of challenges to designing the Earth science data systems of the future.

Summary of the Plenary Sessions Discussion

Throughout the workshop presentations and discussions, the participants expressed a variety of issues, ideas and recommendations that present challenges to data system planning.   From these comments themes emerged, serving as collection points for the group discussion results.  The collected challenges are presented below grouped under the following themes:

· External Collaboration

· Cross Mission Planning 

· Understanding Earth Science Users 

· Data Pedigree

External Collaboration: Other organizations (both international and in the U.S.) collect data that the user communities supported by NASA would like to access 

· How to improve access to international (e.g., European, Japanese) data?

· How to bridge the gap to NOAA?

· How to influence the Europeans to adopt an open data policy?

· How to work out incompatibilities across agencies?

Cross Mission Planning:  Recognizing that the various missions can benefit from each other as they plan for their measurements and data systems

· How to coordinate data system planning when funding is tied to missions?

· How to coordinate soft dependencies across missions, realizing that preserving one mission’s measurements or proof of concept technology may have a large influence on another mission?

· How to ensure the continuity of data systems when missions end?

· How to plan for integrated science, since a mission scientist tends to focus inside his/her mission?

· How to share lessons learned in establishing multi-missions data and modeling interfaces?

Understanding Earth Science Users:  Defining a process to build on what is known about how the Earth science community accesses data, and what the community would like to be able to do, in order understand how to focus our resources

· How to evaluate user access patterns?

· How to support competing data formats?

· How to characterize interdisciplinary users?

· How to determine what level of services (e.g., processing capability) should be provided to users?

· How to support the non-science user who does not, or cannot, evaluate data quality on his own? Or know enough detail to select among competing products?

Data Pedigree:  Capturing details and information about data sets and algorithms that support the assessment of its quality

· How to inform users of plans to change data (e.g., reprocessing)?

· How to report errors?

· How to capture the ideas and discussions that went into algorithm develop so that it can be easily accessed and searched?

· How to capture the experience of users concerning the quality of data sets (i.e., “Social tagging”) that data centers cannot easily evaluate?

Breakout Sessions

After hearing and commenting on the current state of Earth science missions, research, and data systems, the participants separated into three concurrent breakout sessions to address the challenges.  The breakout groups paralleled the existing Earth Science Data System Working Groups (ESDSWG) structure having teams that focused on:

· Standards

· Data System Infrastructure and Interfaces

· Technology Infusion and Adaption

Martha Maiden, NASA Program Executive for Earths Science Data Systems, charged the teams to consider:

· How shall we best we reuse the current NASA data system infrastructure (including EOSDIS along with its Data Centers and SIPSs)?
· What new pieces will be needed?

· Is a Service Oriented Architecture the best approach to plan for future data access and usability?  
· How should we best integrate the Decadal Survey mission data streams?
· How can we apply lessons learned from the past and best practices from today?

The breakout sessions began the process of recommending approaches to meet the challenges. These sessions resulted in the breakout reports found on the Data Systems Decadal Survey website (http://dsds.nasa.gov/) and at the end of this report.

Workshop Conclusions and Plans

In summary, the NASA Earth science data systems evolution needs are*:

· Define an approach to evolve what is working now into what we want to have in 2020 and beyond

· Keep what works within the existing systems, and identify what must be changed

· Consider how best to identify and involve the end user communities in the data system and product definition

· Define a recommended approach for guiding the new missions’ data system definition and development 

· Identify necessary actions and activities for the near term (0-2 years) that supports these developments
* From slide 23 of the presentation “Earth System Science, Flight Program in the Era of the Decadal Survey “ by Dr. Stephen Volz, Associate Director for Flight Programs, ESD, SMD

Follow-on activities will be defined by an ESD-led coordination committee which plans to determine how to augment the existing Earth Science Data System Working Group structure to provide on-going support for initiating actions, evaluating concepts, and making recommendations for improvements to the overall Earth science data systems. 

Addenda

The remainder of this report presents the data system challenges drawn directly from the Decadal Survey Mission Representatives presetntions, recommendations from the Interdisciplinary Users presentations, followed by the results of the Breakout Sessions.

Decadal Survey Mission Representatives

The mission representatives presented challenges facing their missions.  The following table presents highlights of their presentations made on June 25.

	Decadal Survey Mission
	Challenges Raised

	SMAP
	· Diverse data sources:  satellite, airborne, in situ, simulations, models, networks

· SDS usage: algorithm development and test, cal/val, data analysis, production processing

· Multiple formatting:  geospatial, temporal, gridding, projections

· Data storage:  27 TB/year over 3-yr period from 2014 to 2017

· Data distribution volume expansion:  ~ hundreds of GB/day requiring network bandwidth on the order of 10+ Mbps (T3 line territory)

· Data information extraction and exploitation: enhancement in GIS and data mining technologies

	ICESat-II
	· Reuse data systems
· Upgrading technology

	DESDynI-R
(Radar)
	· Multi-terabytes/day

· Three different disciplines to satisfy (Solid Earth-Deformation, Ecosystem Structure, Dynamics of Ice)

· Expect more users than ever

· Data storage versus data generation

	DESDynI-L
(Lidar)
	· Reuse existing open-source operational data processing and archive systems ( NO COTS

	HsypIRI
	· Large data distribution requirements

· Large network capacity required

· Investigate the trade off between data storage versus data re-generation

· Provide data pedigree, discovery and access to project, science and instrument teams

· Use centralized architecture to provide single point of access to all mission data

	CLARREO
	· Requires automated access to external instrument data
· Requires  automated distributed operations

· Automate science operations

· Reduce the data volume and reprocessing time

· Heavier use of databases within the science data processing

· Specifying file formats and metadata requirements early in life cycle

· Investigating tools for data access and merging, and production automation


Interdisciplinary Users Recommendations

The interdisciplinary users emphasize that the Decadal Survey missions will require data integration across many platforms.

	Interdisciplinary User
	Challenges Raised

	Jack A. Kaye, Associate Director for Research, Earth Science Division, Science Mission Directorate
	· End-to-end support in a globally integrated program where NASA’s and Partner’s ground, sea, air and in-situ measurements augment space-based observations to validate science results and provide complimentary measurements.

· Models are used to interpret data, test hypotheses, and provide predictive capability

· Decadal survey missions for future will enhance NASA’s ability to address interdisciplinary science

	Victor Zlotnicki, Principal Scientist, Jet Propulsion Laboratory, California Institute of Technology
	· Consider traditional scientist collaboration

· Produce more high level data products

· Employ simple, standard formats

· Ensure easy data discovery and browse

· Provide data quality information (spatial/time)

· Use web services or continue to download the whole dataset

	Ramakrishna Nemani,
Research Scientist, NASA Ames Research Center
	· Need for cross-product consistency

· Outreach is critical especially outside of the science team; important to get the community involved

· Tools and libraries must be provided well in advance of launch

· Must communicate clearly the AQ/QC process and how to use it with data

· Know users’ access patterns

· Don’t invent new formats, projections, unless justifiable

· Continue to improve machine-to-machine interfaces

· Develop new ways of data and services discovery

· Standardize data semantics and formats across multiple missions

· Standardize data usage policy

	Christa D. Peters-Lidard,
Head, Hydrological Sciences Branch,
NASA Goddard Space Flight Center
	· Barriers to data use include dealing with so many different datasets, formats as input to models

· Systems are not designed for the creation of Level 4 products like a SMAP + GPM

· Missing methodologies to support interactive retrievals
· The ability to create custom products for multi-agency real-time applications

· Currently it’s very difficult to merge point, regional, satellite data on multiple projections/grids

	Daniel Irwin,
NASA Marshall Space Flight Center
	· Combining satellite imagery and other data sources at the regional level

· Provide visualization and monitoring system for environmental and disaster management that can be used locally

· Providing decision support tools and products required to meet pressing regional assessment and monitoring needs


Breakout Session Reports

Three breakout sessions were held to begin the process of recommending approaches to meet the challenges from the mission representatives and interdisciplinary users.

1) Standards, 

2) Data system infrastructure and interfaces, and 

3) Technology infusion and adaption. 

The results of the breakout sessions are listed below.

Breakout Group #1:  Standards
· There is a need for a reference architecture for the decadal survey mission data systems.  This reference architecture would evolve as the data systems evolve over the duration of the missions. Working with the community, the project management staff, and with program direction, the SPG will use the reference architecture to facilitate the identification of interfaces that need system wide, mandated standards and interfaces that need competing, community standards.  There are different ways that this action can be implemented:

· Empanel a separate architecture working group to develop or describe the reference architecture,

· Broaden the mandate of the SPG to become an “architecture and standards” working group and assign the development or description of the reference architecture to the SPG. 

· Assign the development of the reference architecture to ESDIS. 

· Convene a standards workshop (best opportunity is at the October ESDSWG meeting) that is focused on the decadal survey mission data systems. Invite staff from the decadal survey missions data systems and technical representatives from the ESDIS project and discuss topics such as:

· Candidate reference architectures for the decadal survey mission data systems in order to  identify interfaces where system wide mandatory standards are beneficial 
· How to engage the mission data stakeholder community to come to agreement on community standards. Use the AURA Guidelines approach as a case example
· The current technical state of web services and future trends. 

· The SPG should recommend a file format standard and a metadata standard as mandated standards for the decadal survey mission data systems in the next 6 months.

· Data Format:  The leading candidates are HDF5-EOS or netCDF4. The data format must include Climate and Forecast (CF) convention compliant metadata on the parameter level. 
· Metadata: GCMD and ECHO are the keystones to NASA’s metadata interoperability. It is recommended that mission data product metadata be compatible with ECHO. ECHO should be designed to automatically populate GCMD. 

· Mandated standards must be specified as level 1 requirements to missions and data center projects.  Projects must be adequately funded to engage with the process of understanding and maintaining the use of required standards.

· Maintenance of standards:

· Some development is needed to keep the standards current and interoperable. For data format, there is a small effort underway by the HDF group to create an adaptor to allow interoperability of the two standards.  Recommend that NASA ensure that the effort is robust.  

· ESDIS should be directed to broaden ECHO to provide a strict ISO compliant view, to interact seamlessly with GCMD and to ensure inclusion of CF conventions. 
· Development of both provider and client tools to make ECHO interaction better is much needed. 
· The ECHO team is currently documenting the ECHO metadata model to submit to the Standards Process Group for review and endorsement as a community standard.   This activity should be completed.

· The Standards group or the ECHO team should collaborate with NOAA to make sure the ISO North American Profile has a remote sensing extension compatible with ECHO. 

· Decadal Mission teams should be encouraged to make data more useable within communities, perhaps using a process similar to Aura experience.  Wider (beyond PI team) community engagement could be made an explicit requirement.
· There needs to be a set of core, mandated standards as well as a set of competing, community standards.  Working with the community, project management staff, and with programmatic direction, SPG should recommend Core Standards over the life of the three phases of the decadal survey missions – those things that are mature enough and make sense to – to HQ to require as system wide, mandated standards.

· Data interuse community standards are a high priority for the future.  The data interuse standards include standards that will facilitate data fusion, data modeling, data analysis, and data understanding.

Evaluation of web service or service architecture standards should be a priority for the Standards Process Group.

· Breakout Group #2:  Data System Infrastructure and Interfaces
	#
	Challenge
	Breakout Group #2 Recommendations

	1
	How shall we best reuse our NASA data system infrastructure that NASA has made a substantial investment in to support future missions? 
	· need a new ‘system’ to meet the ‘new’ requirements. Infrastructure needs to change to meet new needs; some pieces will continue

· need to provide infrastructure for "users", i.e. that meets users needs as opposed to mission needs

· new systems need to discuss the need for homogeneous processes

· tools exist to make the culture divide go away, where the culture divide is between the experts and the novices

· need to re-examine data usability in current context to see where we should go with next investment; consider how to evolve the data centers to the next decadal systems

· need to expand the meaning of 'decadal missions' to include other missions and measurements from other sources besides NASA including  international missions, other US agencies

	2
	What new pieces of data system infrastructure will be needed? 
	· continue to develop new tools; especially for on-the-fly processing

· consider that cloud computing will enable a new way of working with users to deliver products

· need to look at infrastructures for parameter searching (not just finding granules); users could have a single portal for NASA parameters; which will need new infrastructure-- how do you scale this?  This would be a good topic for a study

· infrastructure for virtualization of products is needed

· a new management organization may be needed to coordinate a new infrastructure.   Need to be careful of the concept of ownership of the data and the systems.  There is concern that there is a lag time between this workshop effort and the needs of the mission managers to have the science data system planned and budgeted.

· consider developing a system model that contains a center of excellence for a particular data product or product suite

	3
	Is a Service Oriented Architecture the best approach to plan for future data access and usability? 
	· aspects of SOA are very appealing

· to make SOA work, we will need common authentication services; this will be very valuable in identifying users and applying appropriate policy to users, should be something in the works now

· consider that ‘clouds’ can be services and not just computational systems

· services can be created anywhere; but need to be coordinated to DS systems;  coordination management structure needs to be developed

	4
	How should we best integrate the Decadal Survey data streams while ensuring that our future Earth Science architecture works as a system of systems?
	· Use of common testing and datasets will facilitate the ES architecture that works as a system of systems.  Use of synthetic (test) data should be a technique that needs to be done now and provided to Decadal missions. Several Decadal missions need a testbed of simulated data, this is a good way to integrate the data centers with missions.  Creation of interoperable datasets is a good job for data centers to help missions determine DS data structures.  Need to go beyond the current methodology to consider the support of users outside of the mission teams.  Currently data sets are developed to facilitate mission scientists and processing, not users.  Valuable to science teams, mission systems, tools developers, etc...

	5
	How can we apply lessons learned from the past and best practices from today to what we do next to minimize risk and maximize success?
	· best practices should be clearly defined for application for decadal missions:  EX: shape files versus best for storage

· lessons on geographical nature of data; especially as needed by users

· publish the lessons that DAACs have learned -- not only for mission teams; but also other potential service providers

· quality flags are an excellent example of lessons that should be shared with decadal systems (web process services for this could be easily replicated)

· lessons learned about the use and management of Cal/Val products should be applied

· data policy in the future will be much more complicated; how can we support these in the decadal survey era; we need a flexible approach --- can be applied across all data centers

· basic stewardship of data – needs to be disseminated

· the Cost Model for the Missions is somewhat fixed from the perspective of the mission.  To be levying Level 1 requirements on missions will affect their costs and may be a difficulty for the missions.  This meeting will do a lot to inform HQ on how to make decisions on data system architecture.  Create a mapping at HQ that defines the roles in the data systems elements.

· Level 1 requirements may not be applied solely to missions; they may also be applied back on the DAAC.  There are some unclear boundaries on the allocation of responsibilities.

· more lessons learned:  go back in the past to pre-EOS era; when projects ran the whole show and there were no DAACs.  These were very clean organizations and well-handled.  Don't want to have the situation where a box of tapes were dropped off to the DAAC; we really need to have a set of ground rules established for decadal missions.  We should levy requirements on projects that can be used across all missions.  These requirements should be defined between mission and data center


Breakout Group #3:  Technology Infusion and Adaption

1. What are key challenges identified during the first day of the workshop?
· Managing huge volumes of data from the user’s perspective – access, processing, modeling

· Multiple products, which one do I need for my application/ use? Diverse pieces needed to produce what is needed; how to interpret those pieces?

· More to this issue than just processing the products. 

· Building confidence in virtually distributed environment for using those services

· Leverage cloud computing but toolkit needed (eg MatLab based tools)

· Server side processing to reduce the data volume needed  for an application; minimize data to what is needed
· Near real-time need for data products – for data validation, to support societal benefits; near RT support, data latency, data downlink capabilities
· Integration of multiple data sources – new data sets, data fusion challenges
· Lineage issues due to mobility of data products – metadata, provenance issues

· Longevity, data/algorithm persistence

· Define: Any info about the data that user needs in order to use the data, ‘use’ metadata; configuration data included with descriptions?

· Unambiguously site and reference, know likely differences

· Lineage needed at point of being sited in a paper, not necessarily at the production

· Make it possible for the user to describe data (do the right thing)

· ATBD alg documentation requirements, journals, no simple way to describe value-added modifications on top of the original data products; versioning complexity issues (at the tile level)

· Need user scenarios – lessons learned, what is needed to avoid past pitfalls

· Architecture vision – what data system should look like; who are the key users

· Approaches, studies to engage users to get their needs

· DS focus on applications; other agencies; how much use of RS data today? Water management example, calibrated models with poor data, many models overly simplified?

· It’s NASA data and … agencies, in situ, international

· Same tools not available at other agencies; lack resources to supercomputers, etc

· Barriers to collaboration?

· Energy sector expanding, what do they need?
· Data integration, provenance, integrity summarization; knowledge discovery
· Access to higher level data products, algorithms, tools; theme based access

· Interface to different classes of data systems, making data flows “seamless”

Breakout Group #3:  Technology Infusion and Adaption (continued)

2. How to address the challenges?

· Focused user community workshops with actionable outcomes addressing technology and evolution of NASA data infrastructure; develop user scenarios to capture future needs
· Fund technology infusion across NASA infrastructure to improve deployment of new technology and upgrades (mature technology from TRL 6 to 7); focus technology development on identified mission risks; increase user involvement regarding future services enabled by technology
· Actively seek commercial technology adaption; assess Web 2.0 infrastructure to augment DAAC, virtual data centers, data sets within a cloud (ala Amazon) and Google’s architecture for infusion into NASA infrastructure
3. How does the challenges discussion translate into recommended requirements?
· Recommend an evolvable, broad ‘reference architecture’ – A Vision Statement and Philosophy for Implementation and Use

· Address decadal survey missions, venture-class mission, interdisciplinary objectives, societal benefits/applications and existing EOSDIS (core and community)

· Not specific technology, but identify key components, functional capabilities and interfaces

· Accommodate growing user base, evolving technology

· Need a “roadmap” of what the infrastructure needs to support future use

· Consider efficiency issues (productivity, and even green computing)
· Develop a methodology for identifying user scenarios needed to capture the key challenges
· Clarify the user priority order for NASA, i.e., NASA users, applications, and education for the decadal survey mission era. Improve “research to applications” methodology.
4. What are the key actions for NASA science data system developers and the ESDSWG and suggested future data system studies?
· Use the user scenarios as a vehicle to capture the challenges and recommended vision for the future data systems (start and document a dialogue). Address current issues and seek ‘grand challenge’ cross-cutting use cases e.g.
· Iterative retrievals for modeling, for synthesis of multiple products (consistency issue through modeling synthesis) 

· Reprocessing entire data set overnight

· On the fly reprocessing; data readily available for use in the user’s tools
· Expand the ESDSWG (community) and Data Center user WGs (core) for

· Reference Architecture and vision

· Methodology for infusing technology into operational systems (part of TIWG scope)

· Assessing industry technology and practices
· Leverage the ESIP Federation user community; improve involvement of measurement based scientists, and venture class mission concepts in this dialogue
· Analyze user scenarios to determine how to improve implementation and use
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